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* Shi, Huang and Lee (2017, EMNLP)

• 𝑂(𝑛3) Exact decoders

• Large-margin global training

• Dynamic programming

(Huang and Sagae, 2010; Kuhlmann, Gómez 

Rodríguez and Satta, 2011)
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Official Ranking

Big Treebanks 2

Small Treebanks 1

PUD Treebanks 2

Surprise Languages 1

Overall 2

Efficiency

* Not Benchmark Results
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Parsing Small Treebanks

Train on: {fr, fr_partut, fr_sequoia}
All tasks

Combined model

Finetune on fr_sequoia
All tasks

Finetune on fr_partut
All tasks

Finetune on fr
All tasks

fr model fr_partut model fr_sequoia model

Task finetune Task finetune Task finetune

fr fr_partut fr_sequoia

fr 84.09

fr_partut 79.53

fr_sequoia 84.65

Combined 87.57 85.57 82.80

+Finetune 87.87 86.65 86.37

* UAS results on dev set, using gold segmentation
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Parsing Surprise Languages

Word representation
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Target Source Ranking

Buryat Hindi 2

Upper Sorbian Czech 1

Kurmanji Persian 1

North Sámi Finnish 1

Average 1

Global Transition-base Parsing

* Shi, Huang and Lee (2017, EMNLP)
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